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Introduction
Neural networks are black boxes

Tishby and Zaslavsky (2015) describe neural networks as Markov chains of successive representations of the 
input layer and suggested studying them with information theory. 



Analyzing ICA properties

Relevance Hypothesis
In order to perform non-linear classification 
or regression neural networks must implicitly
conduct an Independent Component 
Analysis (ICA).

• Knowledge about statistical properties 
of neural networks enables new 
initialization, visualization, 
regularization or optimization
techniques. 

• Special focus is on initialization or pre-
training in cases with few data labels 
which is useful in order to train 
unsupervised or enable transfer 
learning.



Methods

Neural Networks Independent Component Analysis
Non-linear technique for decorrelating independent signals

Criterion

• Maximize Entropy: 
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• Maximize Kurtosis: 
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Results “Binary mixed signal classification”

Training data Generalization power



Results “Entropy and Kurtosis of a MNISTS classifier”

Entropy decreases during training indicating non uniform data distribution
→ Entropy not well suited for measuring continuous random variables (binning)

Kurtosis i.e. non-Gaussianity increases during training indicating ICA criterion
→ Comparison in non-linear space difficult



Research plan

Future work

• Adding negentropy as a more robust measure for non-Gaussianity

• Using natural images with added distortions instead of mixtures of signals

• Formulate ICA as decision problem

• Analyze mutual information between input and output
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